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AFIT/GEO/ENG/93D-02

Abstract

The most difficult stage of automated target recognition (ATR) is segmen-

tation. Current AFIT segmentation problems include faces and tactical targets;

previous efforts to segment these objects have used intensity and motion cues. This

thesis develops a color preprocessing scheme to be used with the other segmentation

techniques. A neural network is trained to identify the color of a desired object,

eliminating all but that color from the scene. Gabor correlations and 2D wavelet

transformations will be performed on stationary images; and 3D wavelet transforms

on multispectral data will incorporate color and motion detection into the machine

visual system. The thesis will demonstrate that color and motion cues can enhance a

computer segmentation system. Results from segmenting faces both from the AFIT

data base and from video taped television are presented; results from tactical targets

such as tanks and airplanes are also given. Color preprocessing is shown to greatly

improve the segmentation in most cases.

ix



Color Image Segmentation

I. Introduction

1.1 Background

Automated image processing is a useful tool for quickly evaluating a great deal

of data, but machines are not yet as competent as people. Machine image process-

ing has many military and civilian applications including target identification from

satellite imagery, terminal guidance of smart bombs, user authentication for security

systems, tumor identification from CAT scans, and blood cell counts from stained

microscope slides. Unfortunately, machines do not process images as accurately as

humans.

Usually machines only process intensity information (how much light is re-

flected off an object); they are easily fooled if there is low contrast between an

object and the background. Humans, on the other hand, take advantage of more

information, they have four parallel vision systems, one for color, one for motion,

one for form (shape) and color, and one for form and motion (19). People are not

easily fooled, if the intensity information is misleading, humans simply fall back on

color (in bright light) or motion cues to determine what objects are present.

If machines could use color and motion cues, like humans, their performance

could be greatly enhanced. A machine could find camouflaged tanks, indistinguish-

able in intensity data, when the tanks move, or a machine could locate faces in a

crowd based on color then feed the position to a face recognition routine. Machines

could even surpass human performance as they can "see" beyond the human visual

range. Current detector technology can collect data well into the infra-red (IR)

1



wavelengths, which is well beyond human capabilities. The machine would consider

this data as just another color and process it as color.

1.2 Problem

This thesis will emulate the human visual system by incorporating color pre-

processing into image segmentation techniques. Gabor correlations and 2D wavelet

transformations will be performed on stationary images; and 3D wavelet transforms

on multispectral data will incorporate color and motion detection into the machine

visual system. The thesis will demonstrate that color and motion cues can enhance

a computer segmentation system similarly to how these cues enhance human visual

systems.

1.3 Scope

This thesis will investigate color segmentation as a preprocessing step for other

object recognition research. Images of faces, tanks, and airplanes will be segmented

using a combination of a neural network color segmenter and wavelet transformations

or correlations, the results of color segmented images and non-color segmented images

will be compared.

1.4 Assumptions

This thesis assumes the color of the desiAred object is known, i.e. there are

samples of the target available for training. This work also assumes the target's

range is known. This will determine the size of the object in the image, which

will indicate the wavelet decomposition level. It will also indicate what size Gabor

correlator to use.
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1.5 Approach

Color preprocessing techniques will be investigated to determine if an Linde,

Buzo and Gray (LBG) clusterer or a multilayer perceptron is more effective. The

better of these methods will be used to segment faces, tanks, and airplanes from

images and sequences of images. These segmented images will be further segmented

by a wavelet transformation and a Gabor cross correlation. A sequence of images

containing moving airplanes will be segmented by a 3-dimensional wavelet transfor-

mation, incorporating color and motion to find the planes.

1.6 Conclusion

Color preprocessing is potentially an important tool for image segmentation.

The following chapters provide a demonstration of its usefulness. Chapter II dis-

cusses common color segmentation techniques, as well as describing the tools (such

as LBG clustering, multilayer perceptrons, and wavelet decompositioni used in this

thesis. Chapter III presents the methodology for this work, Chapter IV discusses

the results, and Chapter V provides a summary and some thoughts on future work.

3



II. Literature Review

2.1 Introduction

Color image processing has been gaining interest in recent years. There are

many issues to be considered including what color representation system to use and

what type of classifier is most effective. Most techniques use the red, green, blue

(RGB) system and process each set of components as if it were a gray scale image.

The most common classifiers are variations of different clusterers or variations of

histogram methods. In the following sections typical color segmenters are presented

as well as background information on the form segmentation techniques used in this

thesis.

2.2 Color Segmentation

The first step in developing a color segmentation scheme is to determine in

which color coordinate system to work. Most techniques use either the RGB or the

hue, saturation, intensity (HSI) systems. RGB is popular because it is how machines

acquire color; HSI is popular because it is similar to how humans perceive color (12).

In addition to these, several researchers have come up with a system specific to their

application (10) (17) (4). The tougher question is what to do with the color data

once it is obtained.

A common histogram technique for determining a coarse segmentation is scale-

space filtering (8) (3). In this method the histogram of a color component (r, g, or b)

is convolved with several scaled gaussians; this smooths the histogram, the larger the

gaussian the smoother the result. The peaks and valleys of the histogram are found

by taking the second derivative and looking for the zero-crossings. A map created

from the zero-crossings of all the scales is called a fingerprint and by examining this

fingerprint the colors present in the image can be determined. Usually a second

stage of processing (such as Markov random fields) is used for fine segmentation.
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Huang reported good success with scale space filtering particularly in determining

the number of clusters needed to segment the image, he did require a second stage

of processing to obtain reasonable results (8).

Another clustering technique based on a histogram was presented by Celenk

(4). He used a variation of the HSI coordinate system and histogrammed each

component looking for the most prominent peak in any of the three histograms.

Once he had determined the most prominent peak, he projected only that portion of

the color space onto either of the other two coordinate axes and looked for the peak

again; he then projected only that peak onto the third coordinate, the peak there

completed the determination of the color volume for that cluster. He then ignored

that cluster and repeated the procedure with the remaining data. Unfortunately,

the article was printed in gray scale, making it difficult to visually determine how

well this technique worked.

2.3 Clustering

Two clustering techniques are used in this thesis, the first is the Linde, Buzo,

and Gray (LBG) method, the second is a simple heuristic method. Linde, Buzo,

and Gray's "An Algorithm for Vector Quantizer Design" (13) is the paper which

describes their vector quantization scheme. The LBG algorithm is now widely used

and is the standard of comparison for other techniques. In the article they describe

how to perform LBG clustering and get the prototypes for each partition, and they

give a few examples of the LBG's performance.

The straight-forward approach is to iteratively cluster the data, find the pro-

totypes, then recluster the data until some convergence is reached. LBG describe a

splitting technique where the first prototype is simply the average of all the data.

That prototype is then split - two new prototypes, each a specified distance from

the original, are created and the data is clustered about these two positions based

on a minimum distance metric. The prototypes for these two clusters are found by
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averaging the data within each partition. The algorithm is repeated by splitting each

of these prototypes. The process continues until either the total error (distance from

all data points to their prototypes) is below some convergence criteria or a preset

maximum number of clusters is reached.

The authors presented three examples of using this algorithm. The first ex-

ample used zero mean unit variance Gaussian random variables; the second used

a noisy signal; and the third was a speech signal. In all three cases they achieved

nearly optimal (minimum distortion) clustering; they reserved the proof for a differ-

ent paper (7).

The second clustering scheme used in this thesis is "a simple cluster-seeking

algorithm" described by Tou and Gonzalez in their book Pattern Recognition Princi-

ples (18). This technique is truly brute strength and ignorance (my favorite). A data

point is taken to be the first cluster, and a threshold is chosen. If the distance from

the cluster prototype to the next data point is less than the threshold the data point

is incorporated into the cluster. If the distance is greater than the threshold, this

data point is taken as a new cluster prototype. If the distance from the next data

point to either of these prototypes is greater than threshold, this data point becomes

a new cluster prototype; otherwise, it is incorporated into the cluster it was closest

to. The process continues until all the data points are incorporated into clusters.

The advantage of this technique is that it is quick and easy. However, it is sensitive

to choices of initial cluster center, threshold, and the order of data presentation.

2.4 Wavelets

The basis for wavelet decomposition is in "A Theory for Multiresolution Signal

Decomposition: the Wavelet Representation" by Stephane Mallat (14). This paper

gives the mathematical development of wavelet analysis, explains how to extend the

process to two-dimensions, and gives a couple of examples.
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The idea behind the multiresolution analysis is to give both time and frequency

(or space and spatial frequency) information. A Fourier transform will give frequency

information, but it won't indicate where in the signal a given frequency is present.

The wavelet transform will give an indication of what frequencies are present and

where they are located. The resolution in time is inversely proportional to the

resolution in frequency; i.e., a wavelet can determine that a narrow frequency band

is present somewhere in a large time segment, or conversely, it can determine that

some part of a wide frequency band is present in a small time segment.

The wavelet decomposition can be thought of as a quadrature mirror filter,

where the signal is convolved with a lowpass filter then downsampled to create an

approximation, and it is also convolved with an orthogonal bandpass filter then

downsampled to create a detail signal. The details are the difference between the

original signal and the approximation such that the orthogonal sum of the approxi-

mation and the details returns the original signal. At this point the high frequency

components of the original signal have been taken out leaving a slightly fuzzy signal

as the approximation; the details contain the high frequency components so they will

show where sharp transitions are present in the signal. The lowpass and bandpass

filters are then dilated and the approximation is filtered yielding a coarser approxi-

mation and another level of details; now the original input can be reconstructed by

the orthogonal sums of the coarse approximation and the two levels of details. The

approximation is even fuzzier and is perhaps missing small segments (high frequen-

cies), the details w,,'l contain these small segments.

The wavelet decomposition can be extended to two-dimensions quite easily.

An image is filtered and the coiumns are downsampled, then these approximation

and details are filtered again and the rows are downsampled. This yields one ap-

proximation and three sets of details, one corresponding to vertical frequencies, one

corresponding to horizontal frequencies, and one corr'sponding to both. These de-
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tails will determine the position of vertical edges, horizontal edges, and diagonals

and corners.

Mallat gives two pertinent examples, one is a simple square, the other is a

textured image composed of little tilted L's and little untilted L's. In both cases

the wavelet decomposition works as advertised. For the square, one set of details

shows the vertical edges, another shows the horizontal edges, and the last shows

the corners. For the textured image the untilted L's show-up in the vertical and

horizontal details, while the tilted L's show-up in the diagonal details.

Tom Burns took this two-dimensional decomposition and extended it to three

dimensions, the third dimension being time; this allowed him to look for motion

over several frames of a sequence (2) (1). This extension is similar to the previous

one done by Mallat. The approximation and three sets of details are filtered again

and the frames are downsampled to yield an approximation and seven sets of details

corresponding to fast and slow moving vertical and horizontal edges, fast and slow

moving corners, and high temporal frequencies. Burns also showed that the vertical,

horizontal, and temporal filters need not be identical; this allowed him to use filters

which fit the signal on each axis.

2.5 Multilayer Perceptron

Steve Rogers presents the fundamentals of a multilayer perceptron (MLP) in

his book An Introduction to Biological and Artificial Neural Networks (16). The idea

is that a network can learn to be a nonlinear classifier. Typically there are three

layers in an MLP, an input layer, a hidden layer, and an output layer. Each input

is multiplied by a set of weights (one weight for each hidden node) then summed

with the other weighted inputs and a bias term at each hidden node. A nonlinear

transformation (usually a sigmoid) is performed on the sum to produce the output.

The learning takes place by updating the weights. An input vector is fed through

8



the network. If the output doesn't correspond to the desired class an error correction

(gradient descent) is propagated back through the network updating the weights.

The only paper found using neural networks for color analysis was by Nakauchi,

Nakano, and Usui (15). They were trying to simulate how the brain takes physical

color information and transforms it into psychological perceptions of color. They

used a five layer network with 81 input nodes, 10 nodes with sigmoid output for the

first hidden layer, 3 nodes with linear output for the second hidden layer, 10 nodes

with sigmoid output for the third hidden layer, and 81 output nodes. Three nodes

were chosen for the center layer as three is the fundamental number for color vision

(red, green, blue; hue, saturation, intensity). Spectral data from Munsell color chips

were taken over the visible range at 5nm increments to get the input feature vectors;

the network was trained using 1280 data sets and tested on 289 data sets.

The purpose of this experiment was not so much to correctly classify an input

data vector, but to determine what the three central nodes responded to; i.e., they

were trying to reduce their 81 element feature vector to a three element feature vector

which represented the optimal feature set for Munsell color data. They found that

one node responded to value (intensity), and the other two nodes responded to hue

and chroma, one to red - green and the other to yellow - purplish blue. These three

features correspond the Munsell color solid organized according to psychological

attributes. The authors conclude that the network was able to learn the optimal

feature set for color, and that a five-layered neural network "has an excellent ability

for elucidating the internal representation of the neural system" ( they must mean

neural network neural system and not human neural system).

2.6 Conclusion

The following chapters will present a color segmentation method using an MLP.

The results of this segmentation will be combined with a Gabor correlation and a

wavelet transformation to demonstrate the utility of color segmentation.
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III. Methodology

3.1 Introduction

Color image segmentation was used as a preprocessor to conventional segmen-

tation filters. The following sections describe the data sets used in these experiments,

a heuristic method for finding eyes in a color segmented image, a wavelet decom-

position method for finding objects in scenes, and a Gabor correlation method for

finding the objects.

3.2 Data Sets

Three sets of data were used in these experiments; faces, tanks, and airplanes.

All the data were collected using a VHS video camera. The faces were taken by

Dennis Krepp, Kevin Gay, and John Keller for their face recognition theses (11)

(6) (9). Most faces were basically still with plaiu backgrounds; a typical example is

shown in Figure 1. The tank data were collected by Ken Fielding for his dissertation

(5). These tanks were stationary; an example is shown in Figure 2. The final set of

data was a sequence of airplanes collected by Greg Powers of the Avionics Laboratory.

This was taken with a constant background as a plane took-off and landed; the color

quality of this tape was not very good as shown in Figure 3. The sequence consisted

of 32 frames, Figure 3 shows the first, last, and a couple intermediate frames.

The data was digitized into the computer using the vfctool frame grabber

on the Sun Sparc station II computer. The stationary pictures (faces and tanks)

had several frames of each object; the data were easily captured by playing the tape

while observing in preview mode and grabbing the desired image. The moving data

had to be transferred to an 8mm video cassette to be played on a VCR with single

frame advance. Grabbing these frames was tedious as each frame had to be held still

by the VCR while the computer grabbed and saved it. The data were saved as Sun
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. Typical fe c s

Figure 2. Typical face image used in color segmentation.

Figure 2. Typical tank image used in color segmentation.
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Frame 32
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Frame 10

Frame I

Figure 3. Typical airplane images used in color segmentation.
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Raster files in 24-bit RGB format. This is a binary format with a 32 byte header

consisting of the the information shown in Table 3.2.

Header Variable Typical Value
Magic # for Sun Raster 1504078485

Number of pixels in the x dimension 640
Number of pixels in the y dimension 480

Number of bits per pixel 32
Total number of bytes in the picture 1228800

Don't know 1
Don't know 0
Don't know 0

Table 1. Typical Sun Raster 24-bit RGB format header.

Each pixel was represented by 32 bits, the first eight bits were a buffer, the

second eight corresponded to the blue value, the third eight corresponded to the

green value, and the final eight corresponded to the red value. This was the easiest

format for reading into a C-program and extracting the red, green, and blue values.

C-code for reading and writing this format is in Appendix A. Sections of any image

could be cropped-out by using the Grab application available on the Next computers.

Using "grab selection" any rectangular portion of a picture could be copied into a

new image and saved in the TIFF format. The TIFF image had to be loaded into

vfctool and saved as Sun Raster 24 bit RGB to be compatible with the C-code

developed for this thesis. A second cropping method was the C program reduce.c

which was useful for cropping specific sizes and resolutions. This program allowed a

user to determine the size of the cropped section, as well as the resolution, and the

position it was taken from. This way a user could convert a 256 x 256 portion of

the original image from anywhere in the image into a 128 x 128 or a 64 x 64 image.

3.3 LBG Clustering Segmentation

The ESPS signal processing package was used to LBG cluster the pixels of

face images. The input vector was the red, green, and blue (RGB) values of each

13



pixel. ESPS vector quantized the image into 32 clusters. The ESPS commands are

given in Appendix B. Several complete pictures (face and background) were used

to develop the codebook, then several sections of just face or just background were

vector quantized to be used in training a multilayer perceptron (MLP) look-up table.

The MLP look-up table was developed in the LNKnet software package available on

the Sparcs. The network input vector contained 32 elements, all zeros except for a

one in the place corresponding to the codebook value of the pixel. There were two

network outputs, "face" and "not face".

Once the codebook was developed and the network trained, pixels from addi-

tional face images were fed through the ESPS and LNKnet software to be quantized

and classified as "face" or "not face". The images were then reconstructed by the C

program reconstruct. c using only the face pixels.

3.4 Multilayer Perceptron Segmentation

In this approach the LBG clustering step was omitted and the RGB pixel

values were used as the input vector to the LNKnet mlp program. Three different

networks were trained, one for faces, one for tanks, and one for airplanes. The

networks learned which combinations of RGB values corresponded to object and

which combinations corresponded to background. All three networks had 25 hidden

nodes (the default of the LNKnet MLP algorithm); the face network was trained

with 11,068 "face" and 30,109 "not face" pixels, the tank network was trained with

10,908 "tank" and 10,860 "not tank" pixels, and the airplane network was trained

with 1761 "plane" and 14,297 "not plane" pixels. The MLPs were trained for 15

epochs (also the default) achieving training errors of 7.69%, 7.06%, and 3.60% for

face, tank, and airplane, respectively. As above, once the network was trained several

images were fed through the system to be classified as "object" or "not object"; and

only object pixels were used in the reconstruction.
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3.5 Heuristic Eye Finder

Once faces were found it was suggested that an eye finder would be very useful

for the face recognition routines developed at AFIT. To do this the neural network

was retrained with eyes classified as "not face", this left holes in the reconstructed

faces where the eyes used to be, then several methods were used to find the holes.

The first method attempted was highly heuristic. The faces were assumed to

be basically centered in the image, this allowed the bottom half of the image to

be ignored (with the obvious assumption that no one was standing on his head).

Each line of the top half of the reconstructed image was scanned looking for blank

segments with lengths anywhere from 10% to 40% of the distance from the first face

pixel on that line to the last. If such a segment was found, the coordinates of the

center of that segment were saved and clustered with the centers of other segments

to determine eye position.

The clustering routine is based on a simple clusterer in Pattern Recognition

Principles (18). An initial cluster center is set at (0,0), then the Euclidean distance

from the position of each line segment to the cluster center is determined, if the

distance is less than some threshold (1/10 the picture size in this case) the position

is added to the cluster and the center of the cluster is recalculated. If the distance

is greater than the threshold a new cluster is created with its center at the position

of the segment. The two eye positions are determined to be the centers of the two

clusters with the most elements.

3.6 Wavelets

This approach used the wavelet codes developed by Tom Burns for his dis-

sertation (1). A 2-dimensional wavelet was used on the stationary faces and tanks,

and a 3-dimensional wavelet was used on the moving airplanes. For comparison the

decompositions were performed both on the original image and the color segmented

image.
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3.6.1 2-D Wavelet. A Daubechies 4-tap wavelet was used for both the x

and y decompositions; Figure 4 shows the filter and its Fourier Transform. Here the

wavelet is being used for a blob detector, so the eyes of a face must be blobs rather

than holes; to achieve this the face's negative is reconstructed, that is, everywhere

a face pixel should be there is nothing, and everywhere nothing should be there is a

white pixel.

It is assumed that the range of the object is known; therefore, its size in the

image is known. This indicates what level of the decomposition to look for the object

in. To run the wavelet code the input image size must be a square with a power of 2

as the length of a side; also, the object of interest must be big enough for the wavelet

to find it. The face images were fit into this square using the reduce.c program; a

256 x 256 section of the original 640 x 480 image was cropped out and subsampled

to a 128 x 128 image, this made a typical eye about 30 x 25 which should be found

at the 3rd or 4th level of decomposition. The tanks were about 70 x 30 so they also

should have been found at the 3rd or 4th level of decomposition.

3.6.2 3-D Wavelet. A 3-dimensional wavelet decomposition was per-

formed on the airplane data where there were x, y, and time information available.

Daubachies 4-tap filters were used on all three dimensions. Decompositions were

performed on both the gray scale image of the original scene and on the gray scale

image of the color segmented scene. The airplane data was cropped to 128 x 128 by

the reduce.c program. This makes the airplane about 10 x 10 pixels. 32 frames of

data were available. It was expected that the plane would show up in the 2nd level

spatial decomposition and the 1st level temporal decomposition.

3.7 Correlation

A Gabor filter was developed to correlate with the segmented color images

to find the objects of interest. As in the wavelet method the Gabor is a "blob"

16



t

0.8-

0.6

0.4-

0.2

0I
I I

I,

-04;
" -0 . 3 -2 -1 0 123

Daubechies 4 tap filter (lowpass - solid, bandpass - dashed)

1.6

1.4-,

1.2-

1

II0.8-

0.6-

0.4-

0.2-

Frequency response of the Daubechies 4 tap filter

Figure 4. Daubechies four tap filters and their Fourier transforms.

17



detector, therefore, the negative face images were used here as well. Also, as in the

wavelet approach, the grey scale image of the original unsegmented color images

were correlated with the Gabor for comparison. The Gabor was developed using the

following equation:

gabor(x,y) = exp [(,'+(, 2 ] cos 27rf.(x - m)cos27rfy(y- ml).

where m•, my are the centers of the filter, a is the standard deviation, and f, fy are

the cosine frequencies in the x and y directions respectively. These parameters can

be adjusted to match the size of the filter to the expected size of the object. The

Gabor correlation was performed by the xcorr2 command of Matlab.

3.8 Conclusion

Color preprocessing will be performed on face, tank, and airplane data and

incorporated into several second stages of segmentation including a heuristic method,

a wavelet transform method and a Gabor correlation method. All of these techniques

are for finding the position of objects in scenes. In the following chapter the results

of the various methods are presented and compared to determine whether or not

color preprocessing helps any of the segmentation techniques.
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IV. Results

4.1 Introduction

This chapter presents the results of the various segmentation techniques on

both color preprocessed images and the gray scale version of the same images. The

following two sections discuss the results of the vector quantization color segmenter

for face images, and the neural network color segmenter for face, tank, and airplane

images. The remaining sections discuss the results of the object locating techniques.

4.2 Clustering

The ESPS clustering routine was trained using face images (with background)

of Duane, Jamie, Neale, and Steve A. (shown in Figure 5). Figure 6 shows "face" and

"not face" pixels in RGB space. These plots show this to be fairly linearly separable

problem. The MLP look-up table was trained using just face sections of those four

identified to LNKnet as class "0" and using just background sections from several

images identified to LNKnet as class "1". After the training was complete several

images were run through the system for segmentation. Segmented images were

reconstructed from only the pixels identified as "face". Six representative examples

are shown in Figure 7. Note that Bryon, Craig, and Neale wear glasses while the

other three do not; glasses had no effect on the segmentation.

This segmentation technique did a good enough job that people who knew these

individuals were able to recognize them from the reconstructed images; however,

there are large portions of face missing in all the reconstructed images. Glint off

foreheads seemed to be a particular problem (one would be surprised how hard it is

to find an Air Force officer with a full head of hair).
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Duane Jamie

.... ..

Neale Happy Stwee

Figure 5. The faces used to develop the LBG vector quantization codebook.

20



300

2250
2 200'i

I5 1C 0 ',!
300 0 -

0 1 "" "150'

300

200 00 30

100 100 20

G 0 0 R0 0 so 100 50 200 m"30 0

a b

30000

m -250'

200'ý
100

:.. .,,..0.. '150.• .

100 ,' i ..-

so , 50Ail

5,0 10,0 150 200 250 300 0 50 100 150 200 2W0 3600

Rd

C d

Figure 6. "Face" (yellow) and -Not Face"(red) pixel (listribution in RGB space.
(a) is a 3-D plot. (b)-(d) are projections.

21



Brian Bryon

Craig Martin

Neale Steve

Figure 7. Six typical LBG face segmentations.
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4.3 Neural Network

4.3.1 Faces. The same four training faces were used to train the LNKnet

MLP routine, this time the RGB values of each pixel were used as the input vector

instead of codebook values. Reconstructed segmented faces from this technique are

shown in Figure 8. This did a much better job, no background has been misclassified

as "face" and there are very few holes in heads.

To get an indication of how this would work in a cluttered background, im-

ages from an Atlanta Braves baseball game were segmented. The network was not

retrained, a typical result is shown in Figure 9. The network did a very good job

of pulling out face color, it even got faces in the crowd; however, quite a bit of

background was misclassified. The errors were yellow or red, neither of these colors

were represented in the training set. A new network was trained with yellow and red

identified as background, the segmentation is also shown in Figure 9. Virtually no

background has been misclassified, but the face reconstruction isn't as good, there

are several holes in heads. Figure 10 shows a scatter plot of face pixels in hue and

saturation space; hue is indicated by the angle in the polar plot, and saturation is

indicated by the radius. Most pixels lie in the low saturation region around yellow

and the reddish side of yellow; this indicates that keeping all face pixels means leav-

ing some red and yellow background in the image; or conversely, eliminating all red

and yellow, eliminates some face pixels.

4.3.2 Tanks. A new MLP was trained to look for tanks using the training

image shown in Figure 11. Sections of tank turret and track were taken as class

"0"; sections of grass, sky, and trees were taken as class "1" for LNKnet training

purposes. The reconstructed training image in Figure 11 shows the network did very

well, eliminating all the grass and sky. There was some problem with the trees,

apparently they are too close to track color. "Two Tanks" and "Three Tanks" were

presented to the network for segmentation, Figure 11 shows these results as well.
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Brian Bryon

Craig Martin

Neale Steve

Figure 8. Six typical neural network face segmentations.
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Figure 9. Segmentation with Cluttered Background.
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Figure 10. Scatter plot of face pixels.

Again, the results are very good, but there is the same problem with the trees.

"Three Tanks" shows a building in the segmented image. There were no buildings in

the training image so the MLP could not learn to classify buildings as background.

4.3.3 Airplanes. Yet another network was trained, this time to segment

airplanes. Sections from frame numbers 1, 16, 32, 48, 64 were used to train the

network. Frames 8 through 39 were used as the 32 frame sequence of moving data.

These were chosen such that the plane fit in a 128 x 128 image over the whole

32 frames. Figure 12 shows some of the reconstructed planes. Several of the frames

appear to be very noisy, the segmenter did not eliminate the sky very well; this was a

problem with the frame grabbing system, as some of the frames were previewed before

grabbing there was a noticeable change in sky color from time to time, sometimes

the sky appeared quite blue and others it appeared very white. It was attempted
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Original Training Image Reconstructed Training Image

Original Two Tanks Image Segmented Two Tanks

Original Three Tanks Image

Segmented Three Tanks

Figure 11. Tank Segmentation.
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to grab the frame at times when the sky was bluest, but these attempts were not

always successful.

4.4 Heuristic Eye Finder

Having found faces with the neural network, the face recognition guys decided

they needed eyes; a new network was developed which was trained such that eyes

are not classified as part of the face. This left big holes where the eyes should be,

examples of these reconstructions are shown in Figure 13. Figure 14 shows the results

of the heuristic eye finder. The yellow dots identify line segments which could be

part of an eye; the green dots identify cluster centers; the red dots identify the cluster

centers which were determined to be eye positions. The images of Brian, Bryon, and

Craig are all 256 x 256 pixels large; the images of Martin, Neale, and Steve are only

64 x 64 pixels large.

The eye finder worked regardless of the image size. There was some problem

with Bryon's glasses. Figure 13 does not show the big holes in Bryon's eyes that are

present in the other faces. Craig and Neale, who also wear glasses, did not have this

problem; it is probably due to the way Bryon's head was tilted in the light.

There also seems to be a problem with Craig's right eye, the clusterer found

two cluster centers in the eye (one green dot and one red dot). This is an artifact

of the way the data was presented to the clusterer. The probable eye segments were

simply presented sequentially, had their order been randomized this problem would

have been avoided.

4.5 Wavelet "blob" detection

The Daubechies four tap filter was used for wavelet decomposition of tanks

and airplanes. A two dimensional (x, y) decomposition was performed on the tanks,

while a three dimensional (x, y, t) decomposition was performed on the sequence

of airplanes. The 200 x 64 pixel image of 'Two Tanks" was centered into a 256
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Figure 12. Airplanae Segmentation.
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Brian Bryon

Craig Martin

Neale Steve

Figure 13. Faces with eyes segmented out.
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Brian Bryon

Craig Martin

Neale Steve

Figure 14. Eye positions as determined by the heuristic method. Yellow dots indi-
cate possible eye segments, green dots indicate cluster centers, red dots
indicate eye positions.
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x 256 square image to accommodate the decomposition C code. Results of the

decomposition of the unsegmented image (ccnverted to gray scale) and the segmented

image (binary pixels) are shown in Figures 15 and 16, respectively. No level of

decomposition on the unsegmented image can distinguish the tanks. However, level

four of the decomposition of the segmented image indicates tank by the white squares

in both the approximation and details. Clearly, the color preprocessing segmentation

was a great improvement.

The results from the three dimensional decomposition of the airplane sequence

were not as promising. Figures 17 and 18 show the details for the second level

spatial decomposition and the first level temporal decomposition for the unsegmented

and segmented plane sequences respectively. The motion detector worked well on

the original unsegmented data, the position of the plane is clearly indicated in the

details. Unfortunately, the segmented details do not determine the plane position.

The background of the unsegmented sequence is fairly uniform, there is no clutter

for the plane to be lost in, there is little to be gained by the color segmentation.

The effect of the segmentation was to add noise to the background and hide the

plane in clutter in several of the frames of the sequence. A median filter over the

segmented image before the wavelet decomposition would probably fix this problem.

The combination of color and motion would probably be more useful on other types

of problems, such as tracking a tank when it moves.

4.6 Correlation "blob" detection

Gabor filters were used to find eyes and tanks in the stationary images. The

Gabor filter for finding eyes was centered at 8 with variance 36 and cosine frequency

1/16 in both the x and y directions. The Gabor filter for finding tanks was centered

at (15,30) with variances 16, 36 and frequencies 1/30, 1/60 for the x and y direc-

tions respectively. Figures 19 and 21 show reconstructed objects with magenta "+"

indicating the position of the object as determined by the correlator.
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Figure 15. Approximations and details from decomposition of unsegmented image.
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Figure 16. Approximations and details from decomposition of segmented image.
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Figure 17. Details of spatial level 2, temporal level 1 decomposition of original
image.
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Figure 18. Details of spatial level 2, temporal level 1 decomposition of color seg-
mented image.
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The same filters were used on gray scale versions of the unsegmented images,

Figures 20 and 21 show the results.

4.7 Conclusion

The color preprocessing step proved to be very helpful for finding eyes and

tanks, it did not help find airplanes in poor images. The color segmenter seems to

be most useful when the desired object is in a cluttered image (such as eyes and tanks)

or when the object's color is clearly different from the background's color (faces).

The color preprocessor actually hurt the segmentation results when the color quality

of the image was poor, and the intensity image was adequate for segmentation.
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Martin

Neale

Steve

Figure 19. Eye positions as determined by the Gabor correlation method.
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Martin

Neale

Steve

Figure 20. Eye positions as determined by the Gabor correlation method on the
original image.

39



Figure 21. Tank position as determined by the Gabor correlator for both the orig-
inal and color segmented images.
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V. Conclusion

Color image segmentation has been demonstrated to be a useful first step in

target recognition. The neural network color segmenter presented in this thesis gave

good results. The network was able to learn face color and segment faces from

both uniform and cluttered backgrounds. It was further able to separate eyes from

the rest of the face based on color. Eye positions can now be determined and fed

into a face recognition algorithm. Networks were also able to learn tank color and

to segment tanks from background. The performance of a Gabor correlator and a

wavelet decomposition was enhanced by using the segmented image instead of a gray

scale version of the original image.

The fusion of color and motion detection was not completely successful, but

it did demonstrate some potential. The data available for this experiment were

segmentable based on motion alone; however, other problems where the target is not

against a uniform background could take advantage of the color preprocessing step.

This was just a baby step into the color world. Future research could ex-

tend the neural network to not only find a particular color, but to determine what

colors are present and segment them all. Other color coordinate systems could be

used or combined with RGB. New detectors are being developed which can take a

frame of data in many frequency bands. This type of data would lend itself to a

three-dimensional wavelet decomposition were the axes are x, y, and color frequency.

Further work could use a four-dimensional wavelet incorporating space, time, and

color frequency decomposition.
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Appendix A. C code

This appendix contains the important programs written for this thesis.

A. 1 Reduce. c

/A reduce.c This takes one rgb image and reduces its size prompting for desired size, resolution,
and offset */

#include <stdio.h>
#include <stdlib.h>

typedef struct f{unsigned char buff, blue, green, red;) colorpxl;

A ***** ****~~~*** Flunction make 2D matrixc********************
colorpxl * *mkmatrix(int jmax, int imax){

int i;
colorpxI *stor;
colorpxl **rval;

rval = (colorpxl**)malloc(imax * sizeof(int));,
stor = (colorpxl*)malloc(imax *jmax * sizeof(colorpxl));
for(i=O; ikimax; i++) rval[i] =&(stor[i*jxnaxJ);

return rvaQ;

A ~ ***************** Main Program *****************s*****
main(int argc, char *argvo){

colorpxl **image, **newirnage;
int header[81, i, j, imax, jmax, smalli, smallj, ioffset, joffset, resx, resy, idx, jdx;
char fflenanie[IOJ, innamef3O], outnaxnef3O], ansf 10];
FELE *infile,*outfile;

/,*** Set-up the I/0 files **
if(argc j4 2)(

printf("What color img file do you want to resize?\n");

es canaf( SI%81I &inname); }

strcpy(inname, argvf 1]);
i = 0;
while(isalnurn(innanie[iJ )) {

outname~il = innaine~il;

outnamelil = 0;
strcat(outname, I'.img");
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infile = fopen(inname,"rb");
outfile = fopen(outname,"wb");

A,** Read in the original image **
fread(header,4, 8, infile);
imax = headerf 1]; jmax = header[2J;
image = mkmatrix(imax, jmax);
fread(*imnage,sizeof(colorpxl),imax*jmax,intile);
felose(infile);

A *** Prompt for desired size, and allocate memory for the new fimage *s
small = 64; smalli = 64;
printf("Default size is 64 by 64 is that OK? (y or )n;
scanf('%s",ans);
if(ans[OJ i4 'y'){

printf("what size would you like? (width height) V");
scanf("%d %d", &smalli, &smallj);

I
headerflJ = smalli; header[21 = smallj;
header[4] = 4 * smalli * smalli;
fwrite(header, 1, 32, outfile);

newimage = mkmatrix(smalli, smallj);

A *** Prompt for desired resolution **
resx =1; resy =1;
printf("What resolutions would you like? Creax resy)\n");
scanf("%d %d", &resx, &resy);

A *** Prompt for desired off set * */
ioffset = (imax - resx*smalli)/2;
joffset = (jmax - resy*smallj)/2;
printf("Def ault offsets are %d by %~d is that OK? (y or n) \n", ioffset, joffset);
scanf( "Xs" ,ans);
if(ans[OJ i4 'y'){

printf("what offsets would you like? \n");
scanf("%d %d", &ioffsct, &joffset);

A *** Create the reduced image **
for(j=O; j<smallj; j++)

for(i=O; i<srnalli; i++)
newimagejjJ[i] = image[resy*j + joffsetl[resx*i + ioffsetJ;

A *Write out the reduced image and #.-lose up **
fwrite(*newimage, 1, header[4J, outfile);
fclose(outffle);
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A.2 Reconstruct.c

/4 reconstruct.c This takes the error pixels from the mip run on the sparc and reconstructs the

face from just those pixels.

#include <stdio.h>
#include <stdlib.h>

typedef struct f{unsigned char buff, blue, green, red;}I colorpxl;

A ~ ~ ~ ~ ~ ~~ ~~Function make 2D matrix *********************
colorpxl **mkmatrix(int jmax, hit imax){

int i;
colorpxl *stor;
colorpxl **rval;

rval = (colorpxl**)calloc(ima~x, sizeof(int));
stor = (colorpxl*)calloc(imax *jmax, sizeof(colorpxl));
for(i=O; i<imax; i++) rval[iJ &(stor[i*jmaxl);

return rval;}

A ******************************Main Program ***********************

main(int argc, char *argvo){
colorpxl **image, **wholeimage;
hit header[81, i, j, smalli, smallj, indx;
char filename[1OJ, inname[301, outname[30], oldname[3fl];
FILE *infile,*outfile, *oldfile;

A** Set-up the 1/0 files *
if(argc #A 2)f

printf("what f ile do you want to use?\n");
scanf("%s", &fflename);}

else
strcpy(filename, argv[11);

sprintf(inname, 1s.s err", filename);
sprintf(outname, "%s rec", filename);
sprintf(oldname, "%s. img",filename);
inifie = fopen(inname,"r"l);
out file = fopen(outname,110b');
okfile = fopen(oldname, 1"rb"t);

A4** Read in the original image and set up for the reconstructed image **
fread(header,4, 8, oldfile);
fwrite(header, 1, 32, outfile);

for(i=O; i<8; i++) printf("Mdn"l, header[iJ);

smalli = headeril]; smallj = header[2J;
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wholeimnage = mkmatrix(smalli, smalli);
image = mkmatrix(smalli, smalli);

fread(*wholeimnage,sizeof(colorpxl),smalli*sinallj,oldfile);

//*** Read in the index of face pixels and reconstruct the image **

while(!feof(inffle)){
f~scanf(infile,"%d" ,&indx);
j = (int)indx/smalli;
1 = indx~osmalli;
image][j~i] = wholeixnageU][i];

A** Write out the image and close up **
fwrite(*image, 1, header[4J, outfile);
fclose(infile);
fclose(outfile);
fclose(oldfile);

A. 3 Findeyes. c

A/ findeyes.c This takes the gray scale values of a recontructed image and finds probable eye
locations.
#include <stdio.h>
#include <stdlib.h>

A ******************************Flinction make 2D matrix *******************

unsigned char **mkmatrix(int jinax, int imax){
int i;
unsigned char *stor;
unsigned char **rval;

rval = (unsigned char* *)calloc(imax, sizei)f(int));
stor = (unsigned dhar*)calloc(imax * irnax, sizeof(unsigned char));
for(i=O; ikimax; i++) rval[i] = &(stor[i*jmaxJ);

return rval;}

A ********************s*********Function mak-eint 2D matrix******************
int **mkintmatrix(int jmax, int imax){

int i;
int *stor;
int **rval;

rval = (int**)calloc(imax, sizeof(int));
stor = (int*)calloc(imax * jmax, sizeof(int));
for(i=O; kimiax; i++) rval~i] = &(stor~i*jmaxj);
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return rval;

,4 *********************************Main Program ******.****s**s.*****
main(int argc, char *argvD){

unsigned char **image;
float dist;
int **hits, **eyes, *count, i, j, k, imax, jmax, maxdist;
char innaxne[301, outname[301;
FILE *inflle,*outflle;

/4.** Set-up I/O files **
if(argc #0 2)1

printf("what f ile do you want to use?\n");

es~canf("%s', &inname);}

strcpy(inname, argv[1J);

i=0;
while(isalnum(inname[ii)){

outnamefi] = inname~i];

outnanie[i] = 0;
strcat(outname, ". I");

infile = fopen(innarne,"rb");
outifile = fopen(outname, 'tw";

A *** Prompt for image size and set up arrays and read in image values **
printf('how big is the square image?\n");
scanf('Xd", &imax);
jmax = imax;

image = mkmatrix(imax, jmax);
hits =mkintmatrix(imaxjmax);

eyes =mkintmatrix(2,jmax*5);

count = (int*)calloc(jmax, sizeof(int));
fread(*image,sizeof (unsigned char) ,imax*jmaxjinfile);
fclose(infile);

/4** Find the indeces of pixels which are face **
for(j=O; j<jmax; j++){

k = 0;
for(i=0; kimiax; i++)
if(abs(imageUJ[iJ) > 100)f

hitsUjJlk] = i
countujJ++;

k++
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if(countUjJ > 0) countU]--; A count fj is the last index4

A** Look for blank segments in the top half of the image that are probable eye size *
k = 0;
for(j=jmax/4; j<5*jmax/8j j++){

maxdist = hitsU[jJcountU~l - hitsjjj(O] + 1;
S= 1;

while(i < countUjJ){
dist = hitsjjjfi] - hitsfj][i- 1];
if((dist/maxdist > .1) && (dist/nimxdist < .4) && (maxdist > imax/4))(

eyesfk][11 = j
eyes[k][21 = (hitsUjIli] + hitsUjJ[i-1])/2

fprintf(temnpfile, "%f %d %dAn", dist/maxdist, eyesfkj[11, eyes[kj[21);
fprintf(outfile, "\n~d %d", eyes[kJ[1], eyes[k][2]);

k++;

prmntf( "%d\n', k);
felose(outffle);

A.4 Ciusterernc

A* clusterernc This determines the eye position based on probable eye locations, it outputs an
image showing the recontructed face and the eye position.

#include <Zstdio.h>
#include <stdllb.h>
#include <nxath.h>

#define SQR(a) (a)*(a)

typedef struct {unsigned char buff, blue, green, red;) colorpxl;
typedef struct {float x, y; hit ct; } clustcntr;

A****************************Flinction mak-e 2matrix ********************
colorpxl **inkmatrix(int jmnax, int imax){

int i;
colorpxl *stor;
colorpxl **rval;

rval = (colorpxl**)calloc(imax, sizeof(int));
stor = (colorpxl*)calloc(imax * jmax, sizeof(colorpxl));
for(i=0; i<imax; i++) rval[i] = &(stor[i*jmaxl);
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return rval;}

A *******************************Main Program **e*sss..*...e***...*.
main(int argc, char *argvo){

colorpxl **image, **wholeimnage;

clustcntr *center;
int header[8], i, j, smalli, smallj, indx, m, n, size, if, maxidxl, maxidx2, maxctl, maxct2;
int clustct = 1, found;
float thresh, dist, xdiff, ydiif;-
char fllename[l01, inname[301, outname[301, oldnamne[30], eyename[30], kname[301;
FILE *inflle, *outflle, *oldflle,'*eyeflle;

A"'* Set-up 1/0 files **
if(argc 0 2)1

printf("what f ile do you want to use?\n");

escanf("%s", &fllenarne);}

strcpy(fflename, argv[l]);
sprintf(inname, "U. err", filename);
sprintf(eyename, "%s.IV, filename);
sprintf(outname, 11%s eye", filename);
sprintf(oldname, "%s. img",fllename);
sprintf(kname, "U. try" ,fllename);
infile = fopen(inname,"r");
outfile = fopen(outname,"wb");
oldfile = fopen(oldname, "lrb");
eyefile = fopen(eyename, "Ir");

A,** Read in the old image, initilize everything **
fread(header,4, 8, oldflle);
fwrite(header, 1, 32, ortfile);

for(i=0; i<8; i++) printf("%d\n", header[i]);
smalli = header[l]; smallj = header[21;
wholeimage = mkxnatrix(smalli, smallj);
fread(*wholeimage,sizeof(colorpxl),smalli*srnallj,oldflle);
image = mkmatrix(smalli, smalUj);

printf("how big was the square image the eye positions came from?\n");
scanf("%d", &size);
if = header[l]/size;
thresh = size/10.0;
center = (clustcntr*)calloc( 100, sizeof(clustcntr));

A ** Reconstruct the face **
while(!feof(mnfile) ){

fscanf(infile,"%d\n" ,&indx);
j= (mnt)indx/snalli;
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i=indx%smalli;
imageljl(iI = wholeimageU][iI;

A4** Put yellow dots where eyes might be and Find cluster centers *I

while(!feof(eyefile))4
fscanf(eyefile,Xd %d\n", &i, &j);
for(m=i-1; m<i+1; m++)

for(n=j-1; n:5j+1; n++)f
image[mJ[n].red = 255;
irnage[mJ[n].green = 255;
itnage[ml[n].blue = 0;

for(m=O, found = 0; (m<clustct) && (!found); m++)
if(sqrt(SQR(center[mJ.x-j) + SQR(center[mJ.y-i)) < thresh){

found = 1;
center[rnj.x = (center[mJ.x*center[m].ct + j)/(centerjmJ.ct+ 1);
center[m].y = (center[mJ.y*center[m].ct + i)/(center[mj.ct+I);
center[mJ.ct++;

if(!found){
centerImj-x = j
center~m].y = i
center[m].ct = 1;
clustct++;

printf("Xd\n", clustct-1);

A ** Put green dots on the clusters centers **
for(i=1; ikclustct; i++){

printf("%f %A~n", centerliJ.x, center[iI-y);
for(m=(int)centerjiJ.y- 1; mn<(int)center[ij.y+1; m++)
for(n=(int)center[i].x- 1; n< (int)center[iJ.x+1; n++){

image[mrnjln.red = 0;
imnage[m][n].green = 255;
image[m][nj.blue = 0;

A ** Put red dots on the eye centers **

maxctl = center[1J.ct;
inaxidxl = 1;
for(i=2; ikclustct; i++)

if(center[iI.ct > maxctl){
maxctl = center[iJ.ct;
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ma~ddxl = i

for(m=(int)centerrniaxidxlj.y- 1; m:5(int)center[maxidx1j.y+ 1; m++)
for(n=(int)center[niaxidxlj.x- 1;n<5(int)center~maxiddxlj.x+1; n++)(

image(mJ[n).red = 255;
image(mj(n).green = 0;
4mage~m][nJ.blue = 0;

if(maxidxl#A 1){
maxct2 = centerl1I.ct;
inaxidx2 = 1;

elsef
maxct2 = center[2].ct;
maxidx2 = 2;

for(i=2; ikclustct; i++)
if((centerfij.ct > maxct2) && (i 96 maxidxl)){

maxct2 = center~i].ct;
maxidx2 = i

for(m=(int)center[miaxidx2].y- 1; m<5(int)centerjmaxidx2].y+1; m++)
for(n=(int)center(maxidx2j.x- 1;n<(int)center[niaxidx2j.x+ 1; n++) {

ixnage~mJ[nJ.red = 255;
image[m][n].green = 0;
image[m][n].blue = 0;

M *Wite out the new fimage and close everything up
fwrite(*ixnage, 1, header(41, outfile);

fclose(infile);
fclose(outfile);
fclose(oldfile);
fclose(eyefile);

50



Appendix B. ESPS

This appendix contains the commands used for LBG clustering in the

ESPS software package.

Add header information

addfeahd -a conv-params file.dat file.fea

Create codebook

vqdes -p vq-all-params file.fea file.cbk

Vector quantize a feature file

vq -x3 -h histfile -f feature -c7 -i file.cbk file.fea file.vq

Extract codewords from file.vq

pplain -f feature-cwndx file.vq > codewordfile.dat

To see the distortion results for each codebook level

pplain -f final.dist file.cbk
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